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NAME
atop - Advanced System & Process Monitor

SYNOPSIS
Interactve Usage:

atop [-g|-m|-d|-n|-u|-p|-s|-c|-Vv|-0|-Yy] [-C|-M|-D|-N|-A] [-afFG1xR] [-L linelen] [-Plabel[,label]...]
[ interval [ sampleq]

Writing and reading ra& logfiles:

atop —w rawfile [-a] [-S] [ interval [ sampleq]
atop -r [ rawfile ] [-b hh:mm] [-e hh:mm] [-g|-m|-d|-n|-u|-p|-s|-c|-Vv|-0|-Yy] [-C|-M|-D|-N|-A]
[-fFG1xR] [-L linelen] [-Plabel[,label]...]

DESCRIPTION
The programatopis an interactie nonitor to viev the load on a Linux system. It shows the occupation of
the most critical hardare resources (from a performance point of view) on systesh i®. cpu, memory
disk and network.
It also shavs which processes are responsible for the indicated load with respect to cpu and memory load
on process k&l. Disk load is shown per process if "storage accounting” isedtithe kernel. Netveork
load is shown per process if the kernel module ‘netatop’ has been installed.

Every interval (default: 10 seconds) information is shown about the resource occupation on syslem le
(cpu, memorydisks and network layers), followed by a list of processes whieé been actre during the

last interval (note that all processes that were unchanged during the lastl iatermot shown, unless the
key 'a’ has been pressed). If the list of aetjrocesses does not entirely fit on the screen, only the top of
the list is shown (sorted in order of activity).

The intervals are repeated till the numbeisampleg(specified as command argument) is reached, or till
the key 'q’ is pressed in interagt node.

When atop is started, it checks whether the standard output channel is connected to a screen, or to a
file/pipe. In the first case it produces screen control codes (via the ncurses library) amd ioeéiac-
tively; in the second case it produces flat ASCII-output.

In interactve node, the output cditopscales dynamically to the current dimensions of the screenfwindo

If the window is resized horizontallycolumns will be added or remed automatically For this purpose,

evay column has a particular weight. The columns with the highest weights that fit within the current width
will be shown.

If the window is resized verticallylines of the process/thread list will be added or rexheutomatically.

Furthermore in interaate node the output o&top can be controlled by pressing particulayk Hovever
it is also possible to specify suchykas flag on the command line. In that caap switches to the indi-
cated mode on beforehand; this mode can be modified again iMaya@pecifying such &y & flag is
especially useful when runnirggop with output to a pipe or file (non-interactly). Theseflags are the
same as thedys that can be pressed in interaetimode (see section INTERACTIVE COMMANDS).
Additional flags are\ailable to support storage of atop-data iw farmat (see section R¥ DATA STOR-
AGE).

PROCESS ACCOUNTING
With every intenal, atopreads the kernel administration to obtain information about all running processes.
However, it is likely that during the inteal also processes Ve terminated. Thesprocesses might fia
consumed system resources during this interval as well befgréeting@inated. Therefpatoptries to read
the process accounting records that contain the accounting information of terminated processes and report
these processes to@nly when the process accounting mechanism in the kernel vstedti the krnel
writes such process accounting record to a filevieryeprocess that terminates.

There are various ways fatopto get access to the process accounting records (tried in this order):

1. When the environment variabl@@PACCT is set, it specifies the name of the process accounting file.
In that case, process accounting for this file showe laen actrated on beforehand. Before open-
ing this file for readingatopdrops its root privileges (if any).
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When this environment variable is present Its contents is emptyprocess accounting will not be
used at all.

2. This is the preferred way of handling process accounting records!
When theatopacctddaemon is actg, it has actated the process accounting mechanism in draet
and transfers to original accounting records to shddes. Inthat caseatopdrops its root prilleges
and opens the current shadfile for reading.
This way is preferred, because @itepacctddaemon maintains full control of the sizes of the original
process accounting file (written by the kernel) and the shditles (read by thatop processes). df
further information, refer to thetopacctdman page.

3.  When theatopacctddaemon is not aate, atop verifies if the process accounting mechanism has been
switched on via the separgpsacct package. In that case, the filear/account/pacctis in use as
process accounting file aatiop opens this file for reading.

4. As a last possibilityatopitself tries to actiate the process accounting mechanism (requires raot pri
leges) using the filétmp/atop.d/atop.acct (to be written by the kernel, to be read &ipp itself).
Process accounting remains eetés long as at least orsop process is ale. Whenever the lastatop
process stops (either by pressing ‘q’ or by ‘kill -15’), it deab#is the process accounting mechanism
again. Therefor you should wer terminateatop by ‘kill -9, because then it has no chance to stop
process accounting. As a result, the accounting file may consume a lot of disk space after a while.
To avoid that the process accounting file consumes too much disk spapayerifies at the end of
evay sample if the size of the process accounting fiteds 200 MiB and if thiatop process is the
only one that is currently using the file. In that case the file is truncated to a size of zero.

Notice that root-pxilleges are required to switch orf/pfocess accounting in thetnel. You can start

atop as a root user or specify setuid-rootvjpeiges to the xecutable file. In the latter casatop
switches on process accounting and drops the root-privileges again.

If atop does not run with root-prileges, it does not shoinformation about finished processds.
indicates this situation with the message message ‘no procacct' in the top-right corner (instead of the
counter that shows the number of exited processes).

When during one interval a lot of processegehfinished,atop might graw tremendously in memory when
reading all process accounting records at the end of the inteovaloidl such &cessve gowth, atop will

never read more than 50 MiB with process information from the process accounting file pealinterv
(approx. 70000 finished processes). In intevactiode a warning is gen wheneer processes ha been
skipped for this reason.

COLORS

Linux

For the resource consumption on systerelleatop uses colors to indicate that a critical occupation per
centage has been (almost) reach@dcritical occupation percentage means that is likely that this load
causes a noticeable gaive performance influence for applications using this resource. The critical per
centage depends on the type of resource: e.g. the performance influence of a diskisyitheadentage of
80% might be more noticeable for applications/user than a CPU with a busy percentage of 90%.
Currentlyatop uses the following default values to calculate a weighted percentage per resource:

Processor

A busy percentage of 90% or higher is considered ‘critical’.
Disk

A busy percentage of 70% or higher is considered ‘critical’.

Network
A busy percentage of 90% or higher for the load of an interface is considered ‘critical’.

Memory
An occupation percentage of 90% is considered ‘criticilbtice that this occupation percentage is
the accumulated memory consumption of the kernel (including slab) and all processes; the memory
for the page cache (‘cache’ andiffy i n the MEM-line) and the reclaimable part of the slab (‘slrec’)
is not implied!
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If the number of pages swapped out (‘swout’ in tA&Hine) is larger than 10 per second, the mem-
ory resource is considered ‘criticalA value of at least 1 per second is considered ‘almost critical’.
If the committed virtual memoryxeeeds the limit (‘'vmcom’ and ‘vmlim’ in the SWP-line), the
SWP-line is colored due torercommitting the system.

Swap
An occupation percentage of 80% is considered ‘critical’ because swap space might be completely
exhausted in the near future; it is not critical from a performance point-af-vie

These default values can be modified in the configuration file (see separate man-page of atoprc).

When a resourcexeeeds its critical occupation percentage, the concerning values in the screen line are col-
ored red by default.

When a resource exceeded (default) 80% of its critical percentage (so it is almost critical), the concerning
values in the screen line are colored cyan by default. This ‘almost critical percentage’ (one value for all
resources) can be modified in the configuration file (see separate man-page of atoprc).

The default colors red and cyan can be modified in the configuration file as well (see separate man-page of
atoprc).

With the ley 'x’ (or flag —x), the use of colors can be suppressed.

NETATOP MODULE

Perprocess and per-thread network activity can be measured bgttitepkernel module. You can a@m-

load this lernel module from the website (mentioned at the end of this manual page) and install it on your
system if the kernel version is 2.6.24 or newetr.

When atop gahers counters for a neintenal, it verifies if thenetatopmodule is currently aate. If so,

atop obtains the releant network counters from this module and shows the number of sent angdecei

paclets per process/thread in the generic screen. Besides, detailed counters can be requested by pressing the
‘n’ key.

When thenetatopddaemon is running as webtop also reads the network counters of exited processes

that are logged by this daemon (comparable with process accounting).

More information about the optionaktatopkernel module and thaetatopddaemon can be found in the
concerning man-pages and on the website mentioned at the end of this manual page.

INTERACTIVE COMMANDS

Linux

When runningatop interactvely (no output redirection),dys can be pressed to control the output. In gen-
eral, lower casedys can be used to stwoother information for the aate processes and upper casyk
can be used to influence the sort order of theeagtocess/thread list.

g Shaw generic output (default).

Per process the folldng fields are shown in case of a window-width of 80 positions: process-id, cpu
consumption during the last intalvin system and user mode, the virtual and resident memory
growth of the process.

The subsequent columns depend on the used kernel:

When the krnel supports "storage accounting" (>= 2.6.20), the data transfer for read/write on disk,
the status and exit code are shown for each process. When the kernel does not support "storage
accounting”, the username, number of threads in the thread group, the status and exit code are shown.
When the krnel module 'netatop’ is loaded, the data transfer for send/eedemetwork packets is

shown for each process.

The last columns contain the state, the occupation percentage for the chosen resource (default: cpu)
and the process name.

When more than 80 positions angitable, other information is added.

m  Shav memory related output.

Per process the following fields are shown in case of a whvddth of 80 positions: process-id,
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minor and major memory faults, size of virtual shared, tiotal virtual process size, total resident
process size, virtual and residentwgtio during last interval, memory occupation percentage and
process name.

When more than 80 positions angitable, other information is added.

Shaw disk-related output.

When "storage accounting" is aeiin the kernel, the follwing fields are shown: process-id, amount
of data read from disk, amount of data written to disk, amount of data that was written but has been
withdrawn again (WCANCL), disk occupation percentage and process hame.

Shaw network related output.

Per process the following fields are wimoin case of a window-width of 80 positions: process-id,
thread-id, total bandwidth for rewed paclets, total bandwidth for sent packets, number of vedei
TCP packets with thevarage size per packet (in bytes), number of sent TCPepaukth the aer-

age size per packet (in bytes), number of keteUDP packets with thevarage size per packet (in
bytes), number of sent UDP pa&tk with the @erage size per packet (in bytes), the network occupa-
tion percentage and process hame.

This information can only be shown when kernel module ‘netatop’ is installed.

When more than 80 positions angitable, other information is added.

Shaw scheduling characteristics.

Per process the following fields are shown in case of a whvddth of 80 positions: process-id,
number of threads in stateihning’ (R), number of threads in state 'interruptible sleeping’ (S), num-
ber of threads in state 'uninterruptible sleeping’ (D), schedulingyp@iormal timesharing, realtime
round-robin, realtime fifo), nice value, priotitgaltime priority current processpstatus, exit code,
state, the occupation percentage for the chosen resource and the process name.

When more than 80 positions angitable, other information is added.

Shaw various process characteristics.

Per process the following fields are shown in case of a whvddth of 80 positions: process-id,
user name and group, start date and time, status (e.g. exit code if the process has finished), state, the
occupation percentage for the chosen resource and the process name.

When more than 80 positions angitable, other information is added.

Shav the command line of the process.

Per process the following fields are shown: process-id, the occupation percentage for the chosen
resource and the command line including arguments.

Shaw the user-defined line of the process.

In the configuration file theeyword ownproclinecan be specified with the description of a user
defined output-line.
Refer to the man-page afoprc for a detailed description.

Shaw the individual threads within a process (toggle).
Single-threaded processes are still shown as one line.
For multi-threaded processes, one line represents the process while additional kméiseshotvity

per individual thread (in a ddrent color). Depending on the option 'a’ (all or eetioggle), all
threads are shown or only the threads that wereeadiring the last interval.
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Whether this Ry is ective a not can be seen in the header line.

Shaw the process activity accumulated per user.

Per user the following fields are shown: number of process&gs acterminated during last inteaV

(or in total if combined with command ‘a’), accumulated cpu consumption during last interval in sys-
tem and user mode, the current virtual and resident memory space consumexehycaesses (or

all processes of the user if combined with command ‘a’).

When "storage accounting" is adiin the lernel, the accumulated read and write throughput on disk
is shavn. Whenthe lernel module ‘netatop’ has been installed, the number ofveecaid sent net-

work packets are shown.

The last columns contain the accumulated occupation percentage for the chosen resauite (def
cpu) and the user name.

Shaw the process activity accumulated per program (i.e. process name).

Per program the folleing fields are shown: number of processesvaali terminated during last
interval (or in total if combined with command ‘a’), accumulated cpu consumption during last inter
val in system and user mode, the current virtual and resident memory space consumedg: yoacti
cesses (or all processes of the user if combined with command ‘a’).

When "storage accounting" is adiin the lernel, the accumulated read and write throughput on disk
is shavn. Whenthe lernel module ‘netatop’ has been installed, the number ofveecaid sent net-
work packets are shown.

The last columns contain the accumulated occupation percentage for the chosen resauite (def
cpu) and the program name.

Sort the current list in the order of cpu consumptionaidéf. Theone-lut-last column changes to
“CPU".

Sort the current list in the order of resident memory consumpfibe. one-but-last column changes
to “MEM”.

Sort the current list in the order of disk accesses issued. The one-but-last column changes to “DSK”.

Sort the current list in the order of nettlk bandwidth (receed and transmitted). The oneiblast
column changes to “NET".

Sort the current list automatically in the order of the most busy system resource during that interv
The one-but-last column shows eith&CPU”, “AMEM"’, “ADSK” or “ANET” (the preceding

‘A’ indicates automatic sorting-orderThe most busy resource is determined by comparing the
weighted busy-percentages of the system resources, as described earlier in the section COLORS.
This option remains valid until another sorting-order is explicitly selected again.

A sorting-order for disk is only possible when "storage accounting” igeadA sorting-order for net-
work is only possible when the kernel module ‘netatop’ is loaded.

Miscellaneous interastt mmands:

?
\Y
R

Request for help information (also theykh’ can be pressed).
Request for version information (version number and date).

Gather and calculate the proportional set size of processes (toGgittlering of all values that are
needed to calculate the PSIZE of a process is ave§atime-consuming task, so thigk ould
only be actre when analyzing the resident memory consumption of processes.

Suppress colors to highlight critical resources (toggle).
Whether this ky is ective a not can be seen in the header line.

The pause &y can be used to freeze the current situation in ordervisstigate the output on the
screen. Whileatop is paused, thedys described abee @an be pressed to shiaother information
about the current list of processé&heneer the pause dy is pressed again, atop will continue with
a rext sample.
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Modify the intenal timer (default: 10 seconds). If an interval timer of O is entered, the interval timer
is switched off. In that case amsample can only be triggered manually by pressing éyetk

Trigger a nev sample manuallyThis key an be pressed if the current sample should be finished
before the timer hasxeeeded, or if no timer is set at all (interval timer defined as 0). In the latter case
atopcan be used as a stogeh to measure the load being caused by a particular application transac-
tion, without knowing on beforehandwaenarny seconds this transaction will last.

When viewing the contents of anrdile, this ley @an be used to stothe next sample from the file.

When viewing the contents of awrdile, this ley an be used to stothe previous sample from the
file.

When viewing the contents of aardile, this ley @n be used to branch to a certain timestamp within
the file (either forward or backward).

Reset all counters to zero to see the system and process activity since boot again.

When viewing the contents of awrdile, this ley an be used to rewind to the beginning of the file
again.

Specify a search string for specific user names as a regplassion. Frormow on, only (actve)
processes will be shown from a user which matches theareexpression. Thaystem statistics are
still system wide. If the Entédtey is pressed without specifying a name, (agtiprocesses of all
users will be shown again.

Whether this Ry is ective a not can be seen in the header line.

Specify a list ith one or more PIDs to be selectéchm nav on, only processes will be shown with a
PID which matches one of thevgn list. Thesystem statistics are still system widéthe Enterkey

is pressed without specifying a PID, all (ae}iprocesses will be shown again.

Whether this ky is ective a not can be seen in the header line.

Specify a search string for specific process names agiarexpression. Fronmow on, only pro-
cesses will be sln with a name which matches the regulbgpression. Thesystem statistics are
still system wide. If the Enteey is pressed without specifying a name, all (@@tprocesses will be
shown again.

Whether this ky is ective a not can be seen in the header line.

Specify a specific command line search string as a regydagssion. Fronmow on, only processes
will be shavn with a command line which matches the regukpression. Theystem statistics are
still system wide. If the Entetey is pressed without specifying a string, all (ae}iprocesses will
be shown again.

Whether this ky is ective a not can be seen in the header line.

Specify search strings for specific logicalume names, specific disk nhames and specificarktw
interface names. All search strings are interpreted as a regplassions. Fromow on, only those
system resources are ghothat match the concerning regul&peession. Ithe Entetkey is pressed
without specifying a search string, all (ae}isystem resources of that type will be shown again.
Whether this ky is ective a not can be seen in the header line.

The ‘all/actve’ key @an be used to toggle between only showing/accumulating the processes that
were actie during the last interval (default) or showing/accumulating all processes.
Whether this Ry is ective a not can be seen in the header line.

By default, atop shavs/accumulates the processes that ave atid the processes that are exited dur
ing the last interval. With thisdy {oggle), showing/accumulating the processes that are exited can
be suppressed.

Whether this ky is ective a not can be seen in the header line.

Shaw a fixed (maximum) number of header lines for system resources (todgjeflefault only the
lines are shown about system resources (CPUs, paging, logioates, disks, network intertes)
that really hae keen actie during the last interal. With this key you can forceatopto shav lines of
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inactive resources as well.
Whether this Ry is ective a not can be seen in the header line.

F Suppress sorting of system resources (togddg)default system resources (CPUs, logiadlmes,
disks, network interfaces) are sorted on utilization.
Whether this Ry is ective a not can be seen in the header line.

1 Shaow relevant counters as arverage per second (in the format *..../s’) instead of as a total during the
interval (toggle).
Whether this ky is ective a not can be seen in the header line.

I Limit the number of system Vel lines for the counters per-cpu, the aetdsks and the netwrk
interfaces. Bydefault lines are shwn of all CPUs, disks and network interfaces whickiehbeen
active during the last inte@. Limiting these lines can be useful on systems with huge number
CPUs, disks or interfaces in order to be able tcatopon a screen/windowith e.g. only 24 lines.
For all mentioned resources the maximum number of lines can be specified ingyadthen using
the flag-l the maximum number of per-cpu lines is set to 0, the maximum number of disk lines to 5
and the maximum number of interface lines to 3. Thedaeg can be modified again in interaeti
mode.

k Send a signal to an anti process (a.k.a. kill a process).

q Quit the program.

Shaw the next page of the process/thread list.
With the arrow-down é&y te list can be scrolled downwards with single lines.

"F  Shaw the next page of the process/thread list (forward).
With the arrow-down é&y te list can be scrolled downwards with single lines.

Shaw the previous page of the process/thread list.
With the arrow-up &y the list can be scrolled upwards with single lines.

"B Shaw the previous page of the process/thread list (backward).
With the arrow-up &y the list can be scrolled upwards with single lines.

"L Redrav the screen.

RAW DATA STORAGE

Linux

In order to store system and processllstatistics for long-term analysis (e.g. to check the system load and
the actve processes running yesterday between 3:00 and 4:00&df)can store the system and process
level statistics in compressed binary format in & fée with the flag-w followed by the filename. If this

file already exists and is recognized asva data file,atop will append nes samples to the file (starting
with a sample which reflects the activity since boot); if the file does not exist, it will be created.

By default only processes whichvealeen actre during the interal are stored in the wafile. When the
flag-ais specified, all processes will be stored.

The interval (dedult: 10 seconds) and number of samples (default: infinite) can be passed gsitashes.
Instead of the number of samples, the flagan be used to indicate thatbp should finish ayhow before
midnight.

A raw file can be read and visualized again with the-fldgllowed by the filename. If no filename is spec-
ified, the file/var/log/atop/atop_YYYYMMDDis opened for input (wheréYYYMMDDare digits repre-
senting the current date). If a filename is specified in the format YYYYMMDD (representnepnbah
date), the filévar/log/atop/atop_YYYYMMDODs opened. If a filename with the symbolic nayrie speci-

fied, yesterdayg daily logfile is opened (this can be repeated so 'yyyy’ indicates the logdfile of four days
ago).

The samples from the file can be viewed intevalstiby using the ky 't’ to shav the next sample, thesik

T’ to show the previous sample, thek’b’ to branch to a particular time or theyk’r’ to rewind to the
begin of the file.

When output is redirected to a file or pip&p prints all samples in plain ASCII. The default line length is
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80 characters in that case; with the flagollowed by an alternate line length, more (or less) columns will
be shown.

With the flag-b (begin time) and/ore (end time) followed by a time argument of the form HH:MM, a cer
tain time period within the wvafile can be selected.

Whenatop is installed, the scriptop.daily is stored in théetc/atopdirectory This scripts takes care that
atop is actvated eery day at midnight to write compressed binary data to the file
/var/log/atop/atop_YYYYMMDDwith an interval of 10 minutes.
Furthermore the script remes dl raw files which are older than four weeks.
The script is actiated via thecron daemon using the filetc/cron.d/atopwith the contents

00 ***r oot /etc/atop/atop.daily

When the packagpsacctis installed, the process accounting is automatically restarted viagiwgate
mechanism. The filéetc/logrotate.d/psaccs_atopakes care thattop is finished just before the rotation of
the process accounting file and the fd&c/logrotate.d/psaccu_atopiakes care thaatop is restarted agn
after the rotation. When the packagggacctis not installed, these logrotate-files/bao efect.

OUTPUT DESCRIPTION

The first sample shows the systemwelactivity since boot (the elapsed time in the header shows the time
since boot). Note that particular counters couldeheached their maximumalue (seeral times) and
started by zero again, so do not rely on these figures.

For every sampleatop first shows the lines related to systewelectivity. If a particular system resource

has not been used during the intdrthe entire line related to this resource is suppressed. So the number of
system lgel lines may vary for each sample.

After that a list is shown of processes whickehbeen actre during the last interval. This list is by deiit

sorted on cpu consumption, but this order can be changed bgyhetiich are previously described.

If values hae b be siowvn by atop which do not fit in the column width, another format is used. If e.g. a
cpu-consumption of 233216 milliseconds should be shown in a column width of 4 positions, it is shown as
‘233s’ (in seconds)For lage memory figures, another unit is chosen if the value does not fit (Mb instead
of Kb, Gb instead of Mb, Tb instead of Gb, . For other values, a kind of exponent notation is usetLi@/
123456789 shown in a column of 5 positiongegil23e6).

OUTPUT DESCRIPTION - SYSTEM LEVEL

Linux

The system Ml information consists of the following output lines:

PRC
Process and thread/gt totals.
This line contains the total cpu time consumed in system mode (‘sys’) and in user mode (‘user’), the
total number of processes present at this moment (‘#proc’), the total number of threads present at this
moment in state ‘running’ (‘#trun’), ‘sleeping interruptible’ (‘#tslpi’) and ‘sleeping uninterruptible’
(‘#tslpu’), the number of zombie processes (‘#zombie’), the number of clone system calls (‘clones’),
and the number of processes that ended during the interval’j'#en process accounting is used.
Instead of ‘#®it' the last column may indicate that process accounting could not wetedt{‘no
procacct’).
If the screen-width does not allaall of these counters, only a reglmt subset is shown.

CPU
CPU utilization.
At least one line is shown for the total occupation of all CPUs together.
In case of a multi-processor system, an additional line wwrsiior every individual processor (with
‘cpu’ in lower case), sorted on adty. Inactve CPUs will not be shown by dafilt. Thelines shav-
ing the per-cpu occupation contain the cpu number in the last field.

Every line contains the percentage of cpu time spent in kernel mode by \al @otiesses (‘sys’),

the percentage of cpu time consumed in user mode (‘user’) for ak gnticesses (including pro-
cesses running with a nice value larger than zero), the percentage of cpu time spent for interrupt han-
dling ('irq’) including softirq, the percentage of unused cpu time while no processes aiting \fior
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disk-1/0O (‘idle’), and the percentage of unused cpu time while at least one process was waiting for
disk-1/O (‘walit’).

In case of per-cpu occupation, the last colummshiie cpu number and the wait percentage (‘w’)

for that cpu. The number of lines showing the per-cpu occupation can be limited.

For virtual machines the steal-percentage is shown (‘steal’), reflecting the percentage of cpu time
stolen by other virtual machines running on the same hardware.

For physical machines hosting one or more virtual machines, the guest-percentage is shown (‘guest’),
reflecting the percentage of cpu time used by the virtual machines. Notice that this perogmtage o
laps the user-percentage.

In case of frequency-scaling, all previously mentioned CPU-percentages ave teltite used scal-

ing of the CPU during the intealz If a CPU has been agg for e.g. 50% in user mode during the
interval while the frequency-scaling of that CPU was 40%, only 20% of the full capacity of the CPU
has been used in user mode.

In case that thedtnel module ‘cpufreq_stats’ is aati@fter issueing ‘modprobe cpufreq_stats’), the
averge frequeny (‘avgf’) and theavemage scaling percentage (‘avgscal’) is shown. Otherwise the
current frequeng (‘curf’) and thecurrent scaling percentage (‘curscal’) is shown at the moment that
the sample is taken.

If the screen-width does not allcall of these counters, only a reglmt subset is shown.

CPU load information.

This line contains the loadserage figures reflecting the number of threads that\aitakble to run

on a CPU (i.e. part of the runqueue) or that are waiting for disk I/O. These figuresraged wer

1 (avgl’), 5 (‘favg5’) and 15 (‘avgl5’) minutes.

Furthermore the number of context switches (‘csw’), the number of serviced interrupts (‘intr’) and
the number ofeilable CPUs are shown.

If the screen-width does not allcall of these counters, only a reglmt subset is shown.

Memory occupation.

This line contains the total amount ofygital memory (‘tot’), the amount of memory which is-cur
rently free (‘free’), the amount of memory in use as page cache including the total resident shared
memory (‘cache’), the amount of memory within the page cache that has to be flushed to disk
(‘dirty”), the amount of memory used for filesystem meta dataff(‘lp the amount of memory being

used for kernel mallocs (‘slab’), the amount of slab memory that is reclaimable (‘slrec’), the resident
size of shared memory including tmpfs (‘'shmem?), the resident size of shared memory (‘shrss’) the
amount of shared memory that is currentlyapped (‘shswp‘), the amount of memory that is-cur
rently claimed by vmware’s balloon driver (‘'vmbal‘), the amount of memory that is claimed for huge
pages (‘hptot’), and the amount of huge page memory that is really in use (‘hpuse’).

If the screen-width does not allall of these counters, only a reglmt subset is shown.

Swap occupation andzercommit info.

This line contains the total amount of swap space on disk (‘tot’) and the amount of free swap space
(‘free’).

Furthermore the committed virtual memory space (‘vmcom’) and the maximum limit of the commit-
ted space (‘vmlim’, which is by dafilt swap size plus 50% of memory size) isvahno Thecommit-

ted space is the reserved virtual space for all allocationswatgornemory space for processes. The
kernel only verifies whether the committed space exceeds the limit if stagtamnmit handling is
configured (vm.eercommit_memory is 2).

Paging frequeny.
This line contains the number of scanned pages (‘scan’) due to the fact that free memory drops belo
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a particular threshold and the number times that thiméd tries to reclaim pages due to agemt
need (‘stall’).

Also the number of memory pages the system read froap Space (‘swin’) and the number of
memory pages the system wrote to swap space (‘swout’) are shown.

LV M/MDD/DSK

NFM

NFC

NFS

NET

Logical volume/multiple device/disk utilization.

Per actie wnit one line is produced, sorted on unit @tyi Such line shows the name (e.glV
Group00-Ivtmp for a logical volume or sda for a hard disk), the busy percentage i.e. the portion of
time that the unit was busy handling requests (‘busy’), the number of read requests issued (‘read’),
the number of write requests issued (‘write’), the number of KiBytes per read (‘KiB/r’), the number
of KiBytes per write (‘KiB/w’), the number of MiBytes per second throughput for reads (‘MBTr/s’),
the number of MiBytes per second throughput for writes (‘MBw/s’), tleeagie queue depth {/g’)

and the werage number of milliseconds needed by a request (‘avio’) for seek,\laethclata trans-

fer.

If the screen-width does not allall of these counters, only a reglmt subset is shown.

The number of lines showing the units can be limited per cl&8d,(MDD or DSK) with the 'I' key
or statically (see separate man-page of atoprc). By specifyingathe © for a particular class, no
lines will be shown anmore for that class.

Network Filesystem (NFS) mount at the client side.

For each NFS-mounted filesystem, a line is shown that contains the mounted server diteetory
name of the server (‘srv’), the total number of bytes physically read from ther §eead’) and the

total number of bytes physically written to the server (‘writddata transfer is subdivided in the
number of bytes read via normal read() system calls (‘nread’), the number of bytes written via normal
read() system calls (‘nwrit’), the number of bytes read via direct /0O (‘dread’), the number of bytes
written via direct 1/0O (‘dwrit’), the number of bytes read via memory mapped 1/O pages (‘mread’),
and the number of bytes written via memory mapped I/O pages (‘mwrit’).

Network Filesystem (NFS) client side counters.

This line contains the number of RPC calls issues by local processes (‘rpc’), the number of read RPC
calls (‘read’) and write RPC calls (‘rpwrite’) issued to the NFSesetire number of RPC calls being
retransmitted (‘retxmit’) and the number of authorization refreshes (‘autref’).

Network Filesystem (NFS) server side counters.

This line contains the number of RPC calls remkifrom NFS clients (‘rpc’), the number of read

RPC calls receed (‘cread’), the number of write RPC calls reai (‘cwrit’), the number of net-

work requests handled via TCP (‘nettcp’), the number of odtwequests handled via UDP
(‘netudp’), the number of Mgbytes/second returned to read requests by clients (‘MBcr/s’), the
number of Megabytes/second passed in write requests by clients (‘MBcw/s'), the number of reply
cache hits (‘rchits’), the number of reply cache misses (‘rcmiss’) and the number of uncached
requests (‘rcnoca’). Furthermore some error counters indicating the number of requests with a bad
format (‘badfmt’) or a bad authorization (‘badaut’), and a counter indicating the number of bad
clients (‘badcin’). and the number of authorization refreshes (‘autref’).

Network utilization (TCP/IP).

One line is shown for aeity of the transport layer (TCP and UDP), one line for the IP layer and one
line per actre interface.

For the transport layecounters are shown concerning the number of ved&iCP segments includ-

ing those receed in eror (‘tcpi’), the number of transmitted TCP segments excluding those contain-
ing only retransmitted octets (‘tcpo’), the number of UDP datagrams/eddaidpi’), the number of

UDP datagrams transmitted (‘udpo’), the number ofvactiCP opens (‘tcpao’), the number of pas-
sive TCP opens (‘tcppo’), the number of TCP output retransmissions (‘tcprs’), the number of TCP
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input errors (‘tcpie’), the number of TCP output resets (‘tcpor’), the number of UDP no ports
(‘'udpnp’), and the number of UDP input errors (‘udpie’).

If the screen-width does not allcall of these counters, only a reglmt subset is shown.

These counters are related to IPv4 and IPv6 combined.

For the IP layercounters are shown concerning the number of IP datagramgagfreim interfices,
including those recegd in error (‘ipi’), the number of IP datagrams that local higher-layer protocols
offered for transmission (‘'ipo’), the number of rewei IP datagrams which were forwarded to other
interfaces (‘ipfrw’), the number of IP datagrams which wereveedd to local higher-layer protocols
(‘deliv’), the number of receed ICMP datagrams (‘icmpi’), and the number of transmitted ICMP
datagrams (‘icmpo’).

If the screen-width does not allcall of these counters, only a reglmt subset is shown.

These counters are related to IPv4 and IPv6 combined.

For every active retwork interface one line is shown, sorted on the interfaceityctiSuch line shars

the name of the interface and itsslg percentage in the first column. The busy percentage for half
duplex is determined by comparing the interface speed with the number of bits transmitted and
receved per second; for full duplethe interface speed is compared with the highest of either the
transmitted or the recedd bits. Whenthe interface speed can not be determined (e.g. for the loop-
back interface), ‘---" is shown instead of the percentage.

Furthermore the number of reeead packets (‘pcki’), the number of transmitted packets (‘pcko’), the
line speed of the interface (‘sp’), theegdtive anount of bits receied per second ('si’), the &ctive
amount of bits transmitted per second (‘so’), the number of collisions (‘coll’), the number ekdecei
multicast packets (‘mlti’), the number of errors while receiving a @agkrri’), the number of errors
while transmitting a packet (‘erro’), the number of reegdipaclets dropped (‘drpi’), and the number

of transmitted packets dropped (‘drpo’).

If the screen-width does not allall of these counters, only a reglmt subset is shown.

The number of lines showing the network interfaces can be limited.

OUTPUT DESCRIPTION - PROCESS LEVEL

Linux

Fdlowing the system iel information, the processes are shown from which the resource utilization has
changed during the last interval. These processes migkt usad cpu time or issued disk or netl
requests. Hoever a process is also shm if part of it has been paged out due to lack of memory (while the
process itself was in sleep state).

Per process the following fields may be who(in alphabetical order), depending on the current output
mode as described in the section INTERACTIVE COMMANDS and depending on the current width of
your window:

AVGRSZ The aerage size of one read-action on disk.

AVGWSZ
The arerage size of one write-action on disk.

BANDWI
Total bandwidth for receed TCP and UDP packets consumed by this process (bitsegend).
This value can be compared with the value ‘si’ on interfags (esed bandwidth per interface).
This information will only be shown when the kernel module ‘netatop’ is loaded.

BANDWO
Total bandwidth for sent TCP and UDP packets consumed by this process (siesqed).
This value can be compared with the value ‘so’ on interfaoc# (esed bandwidth per inter
face).
This information will only be shown when the kernel module ‘netatop’ is loaded.

CMD The name of the proces$his name can be surrounded by "less/greater than" signs (‘<name>’)
which means that the process has finished during the last interval.
Behind the abbreviation ‘CMD’ in the header line, the current page number and the total number
of pages of the process/thread list are shown.
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COMMAND-LINE
The full command line of the process (includinguanents). If the length of the command line
exceeds the length of the screen line, thevak®eys -> and <- can be used for horizontal scroll.
Behind the verb ‘COMMAND-LINE’ in the header line, the current page number and the total
number of pages of the process/thread list are shown.

CPU The occupation percentage of this process related tovéiialde capacity for this resource on
system lgel.

CPUNR The identification of the CPU the (main) thread is running on or has recently been running on.

CTID Containerid. If a process has been started and finished during the lastahtar\?’ is shan
because the container-id is not part of the standard process accounting record.

DSK The occupation percentage of this process related to the total load that is produced by all pro-
cesses (i.e. total disk accesses by all processes during the last interval).
This information is shown when per process "storage accounting”ve &ctine kernel.

EGID Effective goup-id under which this processeeutes.

ENDATE
Date that the process has been finished. If the process is still running, this field sheels ‘acti

ENTIME
Time that the process has been finished. If the process is still running, this field sho@s ‘acti

ENVID Virtual environment identified (OpenVZ only).
EUID Effective wser-id under which this proceseeeutes.

EXC The «it code of a terminated process (second position of column ‘ST’ is E) or the fatal signal
number (second position of column ‘ST' is S or C).

FSGID Filesystem group-id under which this proces=cates.
FSUID  Filesystem user-id under which this processates.

MAJFLT
The number of page faults issued by this process tlvatlig®n solved by creating/loading the
requested memory page.

MEM The occupation percentage of this process related tovéiialde capacity for this resource on
system lgel.

MINFLT The number of pageatilts issued by this process thawéddeen solved by reclaiming the
requested memory page from the free list of pages.

NET The occupation percentage of this process related to the total load that is produced by all pro-
cesses (i.e. consumed network bandwidth of all processes during the last interval).
This information will only be shown when kernel module ‘netatop’ is loaded.

NICE The more or less static priority that can beegito a pocess on a scale from -20 (high priority)
to +19 (law priority).

NPROCS
The number of aate and terminated processes accumulated for this user or program.

PID Process-id. Ifa process has been started and finished during the lastalhtar?’ is shan
because the process-id is not part of the standard process accounting record.

POLI The policies 'norm’ (normal, which is SCHED_OTHER), 'btch’ (batch) and 'idle’ refer to time-
sharing processes. The policies ’‘fifo’ (SCHED_FIFO) and 'rr’ (round robin, which is
SCHED_RR) refer to realtime processes.

PPID Paent process-id. If a process has been started and finished during the last irakred), ig
shown because the parent process-id is not part of the standard process accounting record.
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The process’ priority ranges from 0 (highest priority) to 13%ékt priority). Priority 0 to 99

are used for realtime processes (fixed priority independent of their behavior) and priority 100 to
139 for timesharing processesafiable priority depending on their recent CPU consumption
and the nice value).

The proportional memory size of this process (or user).

Every process shares resident memory with other processes. E.g. when a particular program is
started seeral times, the code pagesxieare only loaded once in memory and shared by all
incarnations. Also the code of shared libraries is shared by all processes using that shared
library, as vell as shared memory and memory-mapped files.the PSIZE calculation of a
process, the resident memory of a process that is shared with other processeésdgithe
number of sharers. This means, thadrg process is accounted for a proportional part of that
memory Accumulating the PSIZE values of all processes in the systes @ieliable impres-

sion of the total resident memory consumed by all processes.

Since gathering of allalues that are needed to calculate the PSIZE is avgifaiime-consum-

ing task, the 'R’ ky (or -R’ flag) should be acte. Gathering these values also requires supe-
ruser privileges (otherwise '?K’ is shown in the output).

If a process has finished during the last interval,aloevis shown since the proportional mem-

ory size is not part of the standard process accounting record.

When the kernel maintains standard io statistics (>= 2.6.20):

The read data transfer issued/gibally on disk (so reading from the disk cache is not accounted
for).

Unfortunately the kernel agggetes the data tranfer of a process to the data transfer of its parent
process when terminating, so you might see transfers for (parent) processesnljkbash or

init, that are not really issued by them.

The real group-id under which the proces=cates.

The amount of resident memory that the process has grown during the last interval. A resident
growth can be caused by touching memory pages which were geically created/loaded
before (load-on-demand). Note that a residenivr@an also be metive eg. when part of the
process is paged out due to lack of memory or when the process frees dynamically allocated
memory For a process which started during the last interval, the resident growth reflects the
total resident size of the process at that moment.

If a process has finished during the last irdgrao value is shown since resident memory occu-
pation is not part of the standard process accounting record.

The number of TCP- and UDP packets reggiby this process.This information will only be

shown when kernel module ‘netatop’ is installed.

If a process has finished during the last interval, no value is shown since network counters are
not part of the standard process accounting record.

The total resident memory usage consumed by this process (or user). Notice that the RSIZE of
a process includes all resident memory used by that processjfecertain memory parts are
shared with other processes (see also the explanation of PSIZE).

If a process has finished during the last irdErao value is shown since resident memory occu-
pation is not part of the standard process accounting record.

Realtime priority according the POSIX standaklue can be 0 for a timesharing process (pol-
icy 'norm’, ’btch’ or ’idle’) or ranges from 1 (l@est) till 99 (highest) for a realtime process
(policy 'rr’ or 'fifo’).

The real user-id under which the proces=xates.

The current state of the (main) thread: ‘R’ for running (currently processing or in the runqueue),
‘S’ for sleeping interruptible (wait for arvent to occur), ‘D’ for sleeping non-interruptible, ‘2’

for zombie (vaiting to be synchronized with its parent process), ‘T’ for stopped (suspended or
traced), ‘W’ for swapping, and ‘E’ (exit) for processes whichehtinished during the last inter

val.
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SGID The s&ed group-id of the process.

SNET  The number of TCP and UDP packets transmitted by this process. This information will only be
shown when the kernel module ‘netatop’ is loaded.

ST The status of a process.
The first position indicates if the process has been started during the lastl ifttexvalue N
means 'n& process’).

The second position indicates if the process has been finished during the last interval.

The \alue E means '&it’ on the process’ own initiate; the exit code is displayed in the column
‘EXC.

The walue S means that the process has been terminatealwntarily by a signal; the signal
number is displayed in the in the column ‘EXC'.

The walueC means that the process has been terminatedumarily by a signal, producing a
core dump in its current directory; the signal number is displayed in the column ‘EXC’.

STDATE The start date of the process.

STTIME The start time of the process.

SUID The s&ed user-id of the process.

SWAPSZ The swap space consumed by this process (or user).

SYSCPU CPU time consumption of this process in system mode (kernel mode), usually due to system call
handling.

TCPRASZ
The average size of a reogd TCP luffer in bytes. This information will only be siwva when
the kernel module ‘netatop’ is loaded.

TCPRCV
The number of TCP paeks receied for this process. This information will only be sho
when the kernel module ‘netatop’ is loaded.

TCPSASZ
The arerage size of a transmitted TCRfter in bytes. This information will only be siva
when the kernel module ‘netatop’ is loaded.

TCPSND The number of TCP packets transmitted for this proc@hss information will only be shen
when the kernel module ‘netatop’ is loaded.

THR Total number of threads within this procegsl related threads are contained in a thread group,
represented bgtopas one line or as a separate line when theey’@r -y flag) is actie.

On Linux 2.4 systems it is hardly possible to determine which threads (i.e. processes) are related
to the same thread group. Every thread is representatbpgs a separate line.

TID Thread-id. Allthreads within a process run with the same PID but withfareift TID. This
value is shown for individual threads in multi-threaded processes (when usingytlyd) k

TRUN Number of threads within this process that are in the state 'running’ (R).
TSLPI Number of threads within this process that are in the state ’interruptible sleeping’ (S).
TSLPU Number of threads within this process that are in the state 'uninterruptible sleeping’ (D).

UDPRASZ
The arerage size of a recssd UDP packet in bytes. This information will only be shown when
the kernel module ‘netatop’ is loaded.

UDPRCV
The number of UDP packets reoml by this process.This information will only be shen
when the kernel module ‘netatop’ is loaded.
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UDPSASZ

UDPSND

USRCPU

VDATA

VGROW

VPID

VSIZE

VSLIBS

VSTACK

VSTEXT

WRDSK

WCANCL

The aerage size of a transmitted UDP patkin bytes. This information will only be skio
when the kernel module ‘netatop’ is loaded.

The number of UDP paeks transmitted by this process. This information will only bevsho
when the kernel module ‘netatop’ is loaded.

CPU time consumption of this process in user mode, due to processing the own program text.

The virtual memory size of the pate data used by this process (including heap and shared
library data).

The amount of virtual memory that the process has grown during the last interval. A virtual
growth can be caused by e.g. issueing a malloc() or attaching a shared memory segment. Note
that a virtual growth can also begagive by e.g. issueing a free() or detaching a shared memory
sgment. for a process which started during the last interval, the virtual growth reflects the total
virtual size of the process at that moment.

If a process has finished during the last interval,aloevis shown since virtual memory occupa-

tion is not part of the standard process accounting record.

Virtual process-id (within a container). If a process has been started and finished during the last
intenal, a ‘?’ is shown because the virtual process-id is not part of the standard process account-
ing record.

The total virtual memory usage consumed by this process (or user).
If a process has finished during the last irdEmro value is shown since virtual memory occupa-
tion is not part of the standard process accounting record.

The virtual memory size of the (shared) text of all shared libraries used by this process.
The virtual memory size of the (pate) stack used by this process

The virtual memory size of the (shared) text of tkecatable program.

When the kernel maintains standard io statistics (>= 2.6.20):

The write data transfer issuedygitally on disk (so writing to the disk cache is not accounted
for). This counter is maintained for the application process that writes its data to the cache
(assuming that this data isydically transferred to disk later on). Notice that disk I/0O needed
for swapping is not taken into account.

Unfortunately the kernel agggetes the data tranfer of a process to the data transfer of its parent
process when terminating, so you might see transfers for (parent) processesnljkbash or

init, that are not really issued by them.

When the kernel maintains standard io statistics (>= 2.6.20):

The write data transfer previously accounted for this process or another process that has been
cancelled. Suppogbat a process writeswelata to a file and that data is revad agan before

the cache Wffers hae been flushed to disk. Then the original process shows the written data as
WRDSK, while the process that rewas/truncates the file shows the unflushed nexidata as
WCANCL.

PARSEABLE OUTPUT

With the flag-P followed by a list of one or more labels (comma-separated), parseable output is produced
for each sample. The labels that can be specified for systehstatistics correspond to the labels (first

verb of each line) that can be found in the intev@ctutput: "CPU", "cpu” "CPL" "MEM", "SWP", "RG",

"LVM", "MDD", "DSK", "NFM", "NFC", "NFS" and "NET".

For process-leel statistics special labels are introduced: "PRG" (general), "PRC" (cpu), "PRM" (memory),
"PRD" (disk, only if "storage accounting" is a&) and "PRN" (network, only if the kernel module

Linux
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'netatop’ has been installed).
With the label "ALL", all system and processdestatistics are shown.

For every interval all requested lines are shown whereadtep shovs a line just containing the label
"SEP" as a separator before the lines for the next sample are generated.

When a sample contains the values since ladop shows a line just containing the label "RESET" before
the lines for this sample are generated.

The first part of each output-line consists of the following six fiéddeel (the name of the labelpost (the
name of this machinegpoch(the time of this interval as number of seconds since 1-1-18d®(date of
this intenal in format YYYY/MM/DD), time (time of this interval in format HH:MM:SS), aridterval

(number of seconds elapsed for this interval).

The subsequent fields of each output-line depend on the label:

CPU Subsequent fields: total number of clock-ticks per second for this machine, number of proces-
sors, consumption for all CPUs in system mode (clock-ticks), consumption for all CPUs in user
mode (clock-ticks), consumption for all CPUs in user mode for niced processes (clock-ticks),
consumption for all CPUs in idle mode (clock-ticks), consumption for all CPUsinmode
(clock-ticks), consumption for all CPUs in irg mode (clock-ticks), consumption for all CPUs in
softirg mode (clock-ticks), consumption for all CPUs in steal mode (clock-ticks), consumption
for all CPUs in guest mode (clock-ticksjedlapping user mode, frequanof all CPUs and fre-
queng percentage of all CPUs.

cpu Subsequent fields: total number of clock-ticks per second for this machine, prouesber,
consumption for this CPU in system mode (clock-ticks), consumption for this CPU in user mode
(clock-ticks), consumption for this CPU in user mode for niced processes (clock-ticks), con-
sumption for this CPU in idle mode (clock-ticks), consumption for this CPUait mode
(clock-ticks), consumption for this CPU in irg mode (clock-ticks), consumption for this CPU in
softirg mode (clock-ticks), consumption for this CPU in steal mode (clock-ticks), consumption
for this CPU in guest mode (clock-ticksjedlapping user mode, frequanof this CPU and fre-
queng percentage of this CPU.

CPL Subsequent fields: number of processors, leathge for last minute, load/erage for last fie
minutes, load erage for last fifteen minutes, number of context-switches, and number of
device interrupts.

MEM Subsequent fields: page size for this machine (in bytes), size of physical memory (pages), size of
free memory (pages), size of page cache (pages), sizeffef bache (pages), size of slab
(pages), dirty pages in cache (pages), reclaimable part of slab (pages), sizeaoé'vhaNoon
pages (pages), total size of shared memory (pages), size of resident shared memory (pages), size
of swapped shared memory (pages), huge page size (in bytes), total size of huge pages (huge
pages), and size of free huge pages (huge pages).

SWP Subsequent fields: page size for this machine (in bytes), size of swap (pages), size @ffree sw
(pages), 0 (future use), size of committed space (pages), and limit for committed space (pages).

PAG Subsequent fields: page size for this machine (in bytes), number of page scans, number of alloc-
stalls, O (future use), number of swapins, and number of swapouts.

LV M/MDD/DSK

For every logical volume/multiple device/hard disk one line is shown.

Subsequent fields: name, number of milliseconds spent for I/O, number of reads issued, number
of sectors transferred for reads, number of writes issued, and number of sectors transferred for
write.

NFM Subsequent fields: mounted NFS filesystem, total number of bytes read, total number of bytes
written, number of bytes read by normal system calls, number of bytes written by normal system
calls, number of bytes read by direct I/O, number of bytes written by direct /0O, number of
pages read by memory-mapped I/O, and number of pages written by memory-mapped 1/O.
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Subsequent fields: number of transmitted RPCs, number of transmitted read RPCs, number of
transmitted write RPCs, number of RPC retransmissions, and number of authorization refreshes.

Subsequent fields: number of handled RPCs, number ofedecead RPCs, number of reced

write RPCs, number of bytes read by clients, number of bytes written by clients, number of
RPCs with bad format, number of RPCs with bad authorization, number of RPCs from bad
client, total number of handled network requests, number of handled network requests, via TCP
number of handled network requests via UBinber of handled TCP connections, humber of
hits on reply cache, number of misses on reply cache, and number of uncached requests.

First one line is produced for the upper layers of the TCP/IP stack.

Subsequent fields: the verb "upper", number of packetsvedcby TCR number of packts
transmitted by TCPnumber of packets ressd by UDP, number of packets transmitted by
UDP, number of packets recasd by IP, rumber of packts transmitted by JPiumber of packts
delivered to higher layers by |Bnd number of packets forwarded by IP.

Next one line is shown fowery interface.

Subsequent fields: name of the inded, number of packets rega by the interface, number of
bytes receied by the interface, number of pagts transmitted by the interface, number of bytes
transmitted by the interface, interface speed, and dupdele (O=half, 1=full).

For every process one line is shown.

Subsequent fields: PID (unique ID of task), name (between brackets), state, real uid, real gid,
TGID (group number of related tasks/threads), total number of thredti€ode, start time
(epoch), full command line (between brackets), PPID, number of threads in state 'running’ (R),
number of threads in state ’interruptible sleeping’ (S), number of threads in state 'uninterrupt-
ible sleeping’ (D), d&ctive ud, effective gd, saved uid, sared gid, filesystem uid, filesystem

gid, elapsed time (hertz), is_process (y/n), virtual pid and container id.

For every process one line is shown.

Subsequent fields: PID, name (between lets)k state, total number of clock-ticks per second
for this machine, CPU-consumption in user mode (clockticks), CPU-consumption in system
mode (clockticks), nice value, priorjtyealtime priority scheduling polig, current CPU, sleep
aveage, TGID (group number of related tasks/threads) and is_process (y/n).

For every process one line is shown.

Subsequent fields: PID, name (between ketk state, page size for this machine (in bytes),
virtual memory size (Kbytes), resident memory size (Kbytes), shared text memory size
(Kbytes), virtual memory greth (Kbytes), resident memory growth (Kbytes), number of minor
page faults, number of major pagrults, virtual library rec sze (Kbytes), virtual data size
(Kbytes), virtual stack size (Kbytes), swap space used (Kbytes), TGID (group number of related
tasks/threads), is_process (y/n) and proportional set size (Kbytes) if in 'R’ option is specified.

For every process one line is shown.

Subsequent fields: PID, name (between brackets), state, obsoleted kernel patch installed ('n’),
standard io statistics used ('y’ or 'n’), number of reads on disk, cumeilatimber of sectors

read, number of writes on disk, cumutatrumber of sectors written, cancelled number of writ-

ten sectors, TGID (group number of related tasks/threads) and is_process (y/n).

If the standard 1/O statistics (>= 2.6.20) are not used, the disk 1/O counters per process are not
relevant. Thecounters 'number of reads on disk’ and 'number of writes on disk’ are obsoleted
anyhav.

For every process one line is shown.

Subsequent fields: PID, name (between brackets), satelknodule 'netatop’ loaded ('y’ or
'n’), number of TCP-packets transmitted, cumwiatgze of TCP-packets transmitted, number
of TCP-packets recesd, cumulatve §ze of TCP-packets reaad, number of UDP-paeits
transmitted, cumulate sze of UDP-packts transmitted, number of UDP-packets nestki
cumulatve sze of UDP-packets transmitted, number ofvrpackets transmitted (obsolete,
always 0), number of ma packets recaied (obsolete, alays 0), TGID (group number of related
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tasks/threads) and is_process (y/n).
If the kernel module is not aet, the network 1/O counters per process are novaate

EXAMPLES
To monitor the current system load interaely with an interval of 5 seconds:

atop 5

To monitor the system load and write it to a file (in plain ASCII) with an interval of one minute during half
an hour with actie processes sorted on memory consumption:

atop -M 60 30 > /log/atop.mem

Store information about the system and processgigci binary compressed form to a file with an intdrv
of ten minutes during an hour:

atop -w /tmp/atop.raw 600 6

View the contents of this file interaedly:
atop -r /tmp/atop.raw

View the processor and disk utilization of this file in parseable format:
atop -PCPU,DSK -r /tmp/atop.raw

View the contents of todag'sandard logfile interactely:
atop -r

View the contents of the standard lodfile of the day before yesterday intelyacti
atop -ryy

View the contents of the standard logfile of 2014, June 7 from 02:00 PM onwards imracti
atop -r 20140607 -b 14:00

FILES
/var/run/pacct_shadow.d/
Directory containing the process accounting shafites that are used top when theatopacctd
daemon is acte.

/tmp/atop.d/atop.acct
File in which the krnel writes the accounting records wregop itself has actiated the process
accounting mechanism.

/etc/atoprc
Configuration file containing system-wide defawdtues. Seeelated man-page.

"/.atoprc
Configuration file containing personal defaldtues. Seeelated man-page.

/var/log/atop/atop_YYYYMMDD
Raw file, whereYYYYMMDDare digits representing the current dafbis name is used by the script
atop.daily as default name for the output file, andaigp as deéult name for the input file when
using ther flag.
All binary system and processétdata in this file has been stored in compressed format.

/var/run/netatop.log
File that contains the netpertask structs containing the network counters of exited processes. These
structs are written by thaetatopddaemon and read bgtop after reading the standard process
accounting records.

SEE ALSO
atopsar(1), atoprc(5), atopacctd(8), netatop(4), netatopd(8), logrotate(8)
http://www.atoptool.nl
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